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Visibility & Security Strategies Increasingly 

Require Access to Traffic 

Å Diverse monitoring applications and diverse tools 

Å Effective strategy implementation requires expanded access to traffic data 

24x7x365: no black out periods 

Real-time: not based on offline/near-line batch processing of packet capture files; accelerates time to knowledge 

Pervasive: across different layers and sites 

Critical for security and proactive service delivery management 

Å Contention for access to packet-flows impedes implementation and expansion of visibility & security 
strategies 

Server & Network Infrastructure 

Core Border Distribution Edge 

Network & Application 

Performance 
UC Monitoring 

User Experience 

Capture 

Security Compliance Forensics 

Monitoring Applications 

A departure from ad-hoc, sub-optimal access provisioning is needed 

Limited Access 
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Network Monitoring Fabric 

Access Provisioning through a Dedicated Fabric 
The Network Monitoring Fabric Approach 

Å Scales to support diverse monitoring applications and tools 

Å Leverages purpose-built network monitoring switches to 

Aggregate traffic from multiple visibility points 

Filter and condition packet-flows 

Efficiently replicate and distribute flows to monitoring tools 

Å Simplifies connectivity and eliminates contention for access 

Server & Network Infrastructure 

Core Border Distribution Edge 

Network & Application 

Performance 
UC Monitoring 

User Experience 

Capture 

Security Compliance Forensics 

Monitoring Applications 

A fabric comprising one or more interconnected network monitoring switches for efficient 

aggregation, conditioning, and distribution of packet-flows to monitoring devices 
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Requirements of a Network Monitoring Fabric 

Å Transparency 

No packet loss, very low latency, very low jitter 

Å Scalability 

Capable of matching the scale of the underlying network 

Å Packet-Flow Intelligence 

Deep packet inspection and filtering to deliver only the relevant 
flows to each monitoring tool and optimize load 

Flow-based load-balancing to enable scaling of analysis capacity 
by splitting the load across more tools 

Å Interface Flexibility 

Broad interface support to enable connectivity at different network 
layers and sites and to diverse tools 

Role flexibility to enable unconstrained assignment to either 
network- or tool-side connectivity 

Å Seamlessness 

Free from disparities in performance or capability to facilitate 
flexible delivery of network traffic 

Å Manageability 

Streamlined provisioning, administration, and monitoring to 
support scaling of connectivity and agile operations 

Å Security 

Strict control over traffic access through user authentication, 
privilege enforcement, and action logging 

Network 

Monitoring 

Fabric 

Transparency Scalability 

Seamlessness 

Packet-Flow 

Intelligence 

Interface 

Flexibility 
Manageability 

Security 
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Transforming Packet-Flow Access Using the 

Monitoring Fabric 

Service Delivery Teams 

Application 

Team 

UC 

Team 

Security 

Team 

Fabric 

Management 

Software 

Managed Network 

Monitoring Fabric 

Monitoring 

Tools 

Service Delivery Teams 

Application 

Team 

UC 

Team 

Security 

Team 

Opportunistic, Manual, Packet-

Flow Access Provisioning 
Unfulfilled Tool 

Add Requests 

TAP 

Mirror/SPAN 

Streamlined, Extensible, Scalable, 

Packet-Flow Access Provisioning 

Network Monitoring 

Switches 

Monitoring 

Tools 

ÅStreamlines access & transport of 
monitored packet-flows 

ÅExtends access across network 
layers & sites 

ÅDeterministic scalability for adding 
future tools and increasing 
monitoring capacity 

ÅOptimizes monitoring tool 
performance & longevity 

ÅStructured design that can be 
easily replicated, scaled, and 
enhanced to match diverse site 
needs 
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Building the Network 

Monitoring Fabric 
Key Building Blocks & Architecture 
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Architectural Choices for Supporting the 

Monitoring Strategy 

ÅUsing localized, always connected tools ï 24 x 7 

May require no interconnect between monitoring switches 

Packet-flow filtering 

Load-balancing 

Source tagging & packet conditioning 

 

ÅUsing floating tools, dynamically allocated on-demand 

Requires interconnecting switches for flexible redirection of flows 

Very high speed inter-switch links 

A unified management platform dramatically reduces complexity 

 

The monitoring fabric should support all operational modes of  

the visibility & security strategies to be implemented  

A comprehensive monitoring strategy typically requires the fabric to support both modes of operation 
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Enabling Monitoring of Server Tiers 
Aggregating Traffic from Physical Servers 

ÅAggregate traffic from low volume 
links and feed into one or more 
high performance monitoring tools 

 

ÅPacket-flow filtering to aggregate 
only flows of interest 

 

ÅSource port tagging to enable 
distinguishing the traffic source 

 

ÅMaximize utilization and ROI in 
high performance monitoring tool 

Physical 

Servers 

Switch 

å
 

nGenius 

InfiniStream 

Appliance 

nGenius 3900 

Series PFS 
å
 

TAPs 
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In-Depth Monitoring of Virtual Server Tiers 
Accessing Both North-South and Inter-VM Traffic 

ÅVisibility into inter-VM traffic normally requires an 
agent running on the host 

Complements the view provided by network-attached 
monitoring tools 

 

ÅDeeper analysis scenarios may require tapping 
into the host and redirecting inter-VM traffic to a 
monitoring tool 

Leverages full scale of capabilities of the physical tool 

Utilizes dedicated monitoring links 

 

ÅNetwork monitoring switch enables a highly 
flexible model for supporting both modes of 
operation 

Readily connect uplinks & monitoring links 

An intelligent management platform supporting pre-
configured topologies accelerates activation of either 
mode 

Obviates manual reconfiguration or dispatching 
personnel 

 
Virtualized 

Hosts 

Switch 

å
 

nGenius 

InfiniStream 

Appliance 

nGenius 

Analytics 

Modules 
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nGenius PFS 

Management Software 

nGenius 3900 

Series PFS 

Packet 

Flows 

Metadata 
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Monitoring High Volume Core/Distribution Links 
Optimizing & Scaling with Traffic Load-Balancing 

Å Traffic volume on Core/distribution links may exceed 
capacity of existing tools 

Many monitoring tools remain 1 GbE only 

Network upgrades to 40 GbE pose a challenge to high-
performance 10 GbE tools 

 

ÅUse monitoring switch to distribute unique packet-
flows to multiple tools of the same type 

L2/3/4-based flow distribution enable stateful inspection 
by tools 

 

Å Flexible solution with multiple advantages: 

Enable attachment to higher speed network links 

Optimize load on monitoring tools 

Protect investment in existing monitoring tools 

Scalable solution for matching growing traffic volume 

- Add more tools for horizontal scaling 

 

Distribution 

Switch 

Core 

Router 

40 GbE 

10 GbE 

Performance Management 

System 

40 GbE Ą 10 and 1GbE links 

Or 10 GbE Ą 1 GbE links 

nGenius 3900 
Series PFS 

1 GbE 

Security System 

Horizontal Scaling Horizontal Scaling 
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Multi-Device Monitoring at the Network Border 
Traffic Replication & Filtering at a Strategic Point 

ÅWirespeed replication of traffic from 

strategic network links 

 

ÅEnable simultaneous, diverse 

monitoring activities using the same 

data  

Performance management, security, 

compliance,é 

 

ÅApply filtering to replicate only 

targeted flows 

Optimize monitoring tool performance 

Core 

Switch 

IDS 

Compliance 

Management 

Tool 

nGenius 

InfiniStream 

Appliance 

Border 

Router/ 

Firewall 

nGenius 3900 

Series PFS 

å
 

Data Center / Campus Border 
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Interconnecting Network Monitoring 

Switches 

ÅRequirements 

Very high speed (>10G) inter-switch links: fewer links Č easier to 

manage 

Bandwidth guarantees on inter-switch links to avoid packet loss 

Unified Management platform for accelerating provisioning and 

ensuring end-to-end configuration consistency 

 

ÅBenefits 

Flexible redirection of the right flows to the right tool 

Scalable aggregation and delivery of flows 

Scalable distribution to a large number of tools 



Building a Highly Scalable Network Monitoring Fabric |  Ahmed Abdelhalim  |  May, 2013  |  NetScout Public |  © 2013 NetScout Systems, Inc. All rights reserved. 15 

Architectural Models for Connecting the Monitoring 
Fabric & Tools 
Flat (Single Layer) with Distributed Tool Attachment 

ÅEasy to deploy 

ÅEnables flexible remapping of flows 

For relieving overloaded tools, or 
focused analysis 

ÅGood for feeding tools requiring 
attachment do diverse network 
tiers 

ÅMay suffer scalability challenges 
long-term 

Cabling, flow mappings, scaling BW of 
the switch interconnect 

 

Managed 
Fabric 

Network Monitoring Tools 

Production Network 
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Architectural Models for Connecting the Monitoring 
Fabric & Tools 
Fat Tree with Concentrated Tool Attachment 

ÅRequires high capacity, high 
density aggregator switches 

ÅStructured, highly scalable (BW, 
ports) 

ÅEasily understood: aligned with 
many modern data center designs 

ÅEnables flexible remapping of flows 

ÅGood fit for:  

Physically centralized, pools of floating 
monitoring tools 

Aggregating server traffic using ToR 
monitoring switches 

 

Network Monitoring Tools 

Production Network 

Managed 
Fabric 
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Architectural Models for Connecting the Monitoring 
Fabric & Tools 
Fat Tree with Concentrated & Distributed Tool Attachment 

ÅCombines the benefits of both prior models 

ÅAddress pragmatic, comprehensive monitoring 
strategies requiring: 

24x7x365 monitoring at strategic points 

On-demand visibility at any other part of the network 
for focused analysis, troubleshooting, and problem 
resolution 

ÅExample: use in data center to support both 

Continuous monitoring of key points: key server 
uplinks at the different tiers, switch/router uplinks to 
the next layer 

Dynamic assignment of floating monitoring tools to 
gain supplementary visibility when needed: 

- Less critical servers 

- Before/after L4-7 switches/ADCs (inline or on a stick) 

- Before/after inline service-bearing devices like SSL 
accelerators 

- Before/after inline security devices like IPSes and Firewalls 

 

 

Production Network 

Managed 
Fabric 

Pooled, Floating Monitoring Tools 

Distributed Monitoring Tools 
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Use HW modularity and license-

based port activation to optimize 

performance and cost of 

implementing the monitoring fabric 

Shaping Fabric Connectivity 
Optimizing Connectivity, Capacity, and Cost 

Å Cutting-edge switching technology delivers massive capacity and high 
density 

Enables scalability, high performance, and fabric transparency 

Conserves valuable rack space 

 

Å Yet, architecting the fabric requires high flexibility and granularity 

Network-side & tool-side ports vary from location to another 

- Count, types, forecasted growth 

Monitoring switch interconnect varies based on location and over time 

- How much traffic is handled by local tools vs. how much transported across the 
fabric 

- Optimal interconnect bandwidth 

- Needs to scale with growth in traffic volume 

 

Å Incremental port and switching capacity acquisition are keys to 
achieving optimal performance and optimal investment 

A monitoring switch with a distributed switching architecture enables scaling 
capacity and ports with the addition of modules 

Incremental port activation enables more precise carving of ingress/egress and 
interconnect ports to manage provisioning of capacity 

Achieves the best of both worlds 

 

 

 

Attached 
Tools 

To Production 
Network 

Monitoring Fabric 
Interconnect 

Capacity & Port 
Expansion 

Interconnect 
Expansion 

Port 
Expansion 



Building a Highly Scalable Network Monitoring Fabric |  Ahmed Abdelhalim  |  May, 2013  |  NetScout Public |  © 2013 NetScout Systems, Inc. All rights reserved. 19 

Traffic Aggregation & Delivery in a Campus 
An Example of a Multi-Switch Fabric 

ÅAggregate traffic from multiple 
locations & deliver to common 
pool of monitoring equipment 

 

ÅMeet physical security 
requirements by deploying 
sensitive monitoring equipment 
in secure cages 

When storing packet data for back 
in time analysis, forensics 

When decrypting & analyzing 
TLS/SSL connections 

 

ÅEnable on-demand allocation 
and attachment of tools for in-
depth analysis/troubleshooting 

 

Core Border Distribution Edge 

Monitoring 

Equipment Pool 

nGenius PFS 

Management Software 

Managed Network 

Monitoring Fabric nGenius 3900 

Series PFS 
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Streamlining Fabric Management 
The Importance of Unified Management 

ÅGreater speed to provision and increased 
efficiency 

Accelerate switch deployment & configuration 

Keep IT staff focused on the main mission of service 
delivery 

Å Increase operational reliability by assuring end-to-
end configuration validity and consistency 

Using built-in intelligence and automation 

Å Improve support for on-demand focused-analysis 
scenarios 

ÅAn intuitive GUI can reduce IT staff ramp up time 
and training costs 

ÅMonitor fabric performance & health 

Track monitoring tool load to support re-optimization 
or tool upgrades 

Speed up detection of fabric issues and reduce time 
to resolution 

 
Single-hop Connect ion 

Mult i-hop connect ion 

Holistic, end-to-end provisioning and monitoring 

of the fabric 

Production Network 

Managed 
Fabric 

Pooled, Floating Monitoring Tools 

Distributed Monitoring Tools 
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Streamlining Fabric Management 
Requirements for Unified Management 

ÅSupports 100s ï 1000s of ports across multiple switches Scalability 

ÅHolistic, graphical topology management 

ÅSingle-step, drag-and-drop, cross-switch connection provisioning 

End-to-End Connectivity 
Management 

ÅAutomatic bandwidth reservation and provisioning 

ÅSupport for multiple pre-configured topologies Accelerates Operations 

ÅValidates configuration per switch 

ÅEnsures configuration consistency for multi-hop connections Avoids Misconfiguration 

ÅPerformance statistics per link and per switch 

ÅMonitoring alarm conditions from the fabric 

Fabric Performance 
Management 

ÅActive-standby server redundancy 

ÅStateful server failover  Resiliency 

ÅUser authentication, authorization, accounting Security 
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Increasing Operational Efficiency 
Delegating Fabric Control to Operational Teams 

ÅAssign distinct domains of authority to 

each IT team 

Set of fabric ports that can be managed by a team 

ÅAssign privilege level (role) to each team 

ÅAuthentication & role-based authorization 

enable independent control 

Each team capable of controlling fabric ports and 

logical connections serving their tools 

ÅReal-time logging of team activity 

Enables traceability and accountability 

Quick root cause identification and resolution in 

case of problems 

Production Network 

Managed 
Fabric 

Service 
Delivery 

Security Compliance UC 

M o n i t o r i n g  T o o l s  

O p e r a t i o n s  Te a m s  

Unified Fabric Management Platform 

ÅFabric Domains 
ÅAuthentication 

ÅAuthorization 
ÅAccounting 
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Increasing Operational Efficiency 
Benefits of Delegating Fabric Control 

ÅUnified fabric serving multiple operational teams 

ÅEfficient support for diverse provisioning needs 

Teams can customize their own access as needed 

Eliminates reliance on any one centralized team 

Å Increases speed to provision 

ÅReduces the burden of provisioning on the 

networking team 

ÅSupports geographically dispersed teams for 

totally de-centralized operation 

Production Network 

Managed 
Fabric 

Service 
Delivery 

Security Compliance UC 

M o n i t o r i n g  T o o l s  

O p e r a t i o n s  Te a m s  

Unified Fabric Management Platform 

ÅFabric Domains 
ÅAuthentication 

ÅAuthorization 
ÅAccounting 
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Multi-Site Deployment & Administration 
Localized Fabrics with Global Manageability 

Å Dedicated Fabric & tools at each site 

Å No cross-site interconnectivity for the fabric Č avoids WAN transport cost 

Å Management Platform enables cross-site provisioning & administration 

Å Good fit for high traffic volumes, and/or costly MAN/WAN transport 

Å Advantage: 

High accuracy for monitoring applications 

Keeps confidential data within the perimeter of each site Č reduced security risk 

Å Disadvantage: cost of deploying tools at each site 

Large Branch Office HQ Campus 
Core 

Access 

Border Distribution 

Core Border Distribution 

Data Center 
Small-Medium Branch Office Access 

Pooled Monitoring Tools 

Fabric Unified Management 

WAN 

Internet 

Cloud 
Operator 
Cloud 

Operator 
Cloud 

Operator 
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Multi-Site Deployment & Administration 
Global Fabric with Global Manageability 

Å Provision dedicated WAN circuits for cross-site fabric connectivity 

Å Tag, filter & redirect select traffic to centralized, shared tools 

Å Should data be sensitive, use inline encryptors Č added cost 

Å Good fit when low-cost, high-BW MAN/WAN service is available 

E.g., Carrier Ethernet, MPLS-based leased lines/VPNs, cable business services 

Å Advantage: reduce deployment of costly, under-utilized tools at small remote sites 

Å Disadvantage: decreased accuracy for monitoring applications 

MAN/WAN provides less guarantees on latency variation and packet loss 

Large Branch Office HQ Campus 
Core 

Access 

Border Distribution 

Core Border Distribution 

Data Center 
Small-Medium Branch Office Access 

Pooled Monitoring Tools 

Fabric Unified Management 

WAN 

Internet 

Cloud 
Operator 
Cloud 

Operator 
Cloud 

Operator 
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nGenius Packet Flow 

Switch Family 
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nGenius Packet Flow Switch Family 

1500 Series 3901 Chassis 3903 Chassis 3912 Chassis* 

Å16RU - 12 module slots  
Å11.5 Tbps switch fabric 
ÅRedundant switching 
ÅRedundant power  
ÅLarge single or multi-

site deployments 
requiring  >192 ports 

 

Å3RU - 3 module slots  
Å1.4 Tbps switch  
ÅRedundant switching 
ÅRedundant power 
ÅMedium to large single or 

multi-sites deployments 
requiring >60 ports per 
location 
 

ÅEntry-level 1RU 
modular chassis switch 
ÅSingle module slot  
ÅSingle power supply 
ÅSmall single or multi-

site deployments 
needing 48 ports or less 
 

ÅEntry level 1RU fixed-
configuration switch 
ÅRedundant power 
ÅDevice-based 

management 
ÅSmall or remote sites 

needing 24 ports or less 

Up to 48 Ports 

1 or 10 GbE + 4 ports 40GbE 

Up to 576 Ports 

10 GbE + 48 Ports 40 GbE 

Up to 144 Ports 

10 GbE + 12 ports 40 GbE 

*GA ï Q2CY2012 

Up to 24 Ports 

1 or 10 GbE 

Modular Chassis, Resiliency, 1/10/40GbE, Unified Configuration and Management 

Low-Density, Space-Constrained Deployments 
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nGenius 1500 Series Packet Flow Switch 

Å24 FlexPorts support either 1 GbE or 10 GbE wire-speed connections in 1 RU 

Å240 Gbps FDX (480 Gbps aggregate) non-blocking switching engine with 650 ns 
sustained port-to-port latency  

ÅAdvanced layer 2/3/4 traffic filtering and conditioning 

ÅRedundant power supplies for high availability requirements 

ÅWeb-based management for administration and remote management  

Low-density fixed 

configuration switch 

architected for high-

performance, low-

latency networks 
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nGenius 3900 Series Packet Flow Switch 

ÅModular, highly scalable switch optimized 
for 10 GbE  

Å Up to 576 ports of 1/10 GbE + 48 ports of 40 GbE 

Å 100 GbE ready  

Å 11.5 Tbps switching fabric 

Å Ultra-low latency port-to-port and across switch 
fabric  

ÅAdvanced layer 2/3/4 traffic filtering and 
conditioning on every port with wire speed 
performance 

ÅAll features standard ï no licensing or special 
modules for advanced features/services 

ÅRedundant, non-stop operation for mission- 
critical environments 

ÅUnified management and provisioning 
simplifies large-scale deployments 

Data Center-Class Switching Platform Architected  

for High-Performance, Low-Latency Networks 


