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Agenda and Goals

ÅWhat is a neural network? (3 slides)

ÅHow do neural networks work? (6 slides)

ÅHow can you create a neural network? (6 slides)

ÅQ & A



What is a Neural Network?

training 
data

independent variables / predictors / signals / 
attributes / features / X-values

άǘƘŜ ǘƘƛƴƎ ǘƻ ŎƭŀǎǎƛŦȅ όǇǊŜŘƛŎǘύέ κ 
label / dependent variable / Y 

Note: 
classification vs. 
regression vs. 
time series
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Alternatives to Neural Networks

ÅLinear regression (single numeric Y, linear relationship)

ÅLogistic regression classification (binary Y, sigmoid) 

ÅNaive Bayes classification (all X categorical, independent) 

ÅDecision trees (static data, simple underlying model) 

The Cybenko Theorem . . . 



Feed-Forward and Activation

0.10

0.30

0.20 ??

1).  (0.1)(4.0) + (0.2)(-5.0) + (0.3)(6.0) = 1.2

2).  1.2 + 2.0 = 3.2

3).  Activation(3.2) = 0.73

4).  ?? = Local output = 0.73

1.0



Four Most Common Activation Functions

Å Logistic Sigmoid
Output between [0, 1]

y = 1.0 / (1.0 + eςx)

Å Hyperbolic Tangent
Output between [-1, +1]

y = tanh(x) = (exςe-x) / (ex + e-x)

Å Heaviside Step
Output either 0 or 1

if (x < 0) then y = 0 else if (x >= 0) then y = 1

Å Softmax
Outputs between [0, 1] and sum to 1.0

y = (e-xi) / ʅ(e-xj)



Training and Free Parameters

Å Back-propagation

Å Genetic Algorithm

Å Particle Swarm Optimization

Å Number of weights and bias 
values to determine:

(ni * nh) + (nh * no) + (nh + no)

Å Ex:ni = 10, nh = 20, no = 3

(10 * 20) + (20 * 3) + (20 + 3)

= 283

ŀƪŀ άƘȅǇŜǊ ǇŀǊŀƳŜǘŜǊǎέ



Back-Propagation (Academia vs. Reality)



Error and Accuracy

Model A

Model B

Accuracy A = ? 
Accuracy B = ? 

Error A = (0.1 ï0)2 + (0.9 ï1)2 + . . . + (0.3 ï1)2 = 0.82
Error B = (0.3 ï0)2 + (0.5 ï1)2 + . . . + (0.1 ï1)2 = 2.21

Error A = -( log(0.1)*0 + log(0.9)*1 + . . . + log(0.3)*1 ) = 1.53
Error B = -( log(0.3)*0 + log(0.5)*1 + . . . + log(0.1)*1 ) = 3.69



Avoiding Model Over-Fitting

ÅWhat is it?

red red black red red black red red black red red

Å Common Techniques



Approaches

ÅUse an existing application tool (Weka, Azure ML)

ÅHire a vendor company

ÅUse a library/API to create a custom system

ÅCreate custom system from scratch








