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Storage Architecture






WEIRD

(BECAUSE NORMAL ISN'T WORKING)
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SPBM

A Storage Policy Based Management
A Declarative policy coupled to workloads

A Bubble up capabilities to meet
requirements
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APIs Are Critical!

A VMware

I VASA: vSphere APIs for Storage Awareness
I VAAI: vSphere APIs for Array Integration
I VAIO: vSphere APIs for IO Filtering

A Microsoft

I ODX: Offloaded Data Transfer




Hybrid Flash

A Spinning rust for capacity
A Flash tier for cache / performance
A SAS, SATA, oiNVMeflavors

A PCle (16x) and U.2 (4x) popular electrical
connection points
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Hybrid Flash Design Tips

A Cache > working data set
A Performance is not deterministic
A Granular vDisk assignment is key
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All Flash Arrays (AFAS)

A Clever combination of flash devices
A Deterministic performance

A Heavy focus on data efficiencies

A Prices often based on usable capacity
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AFA Design Tips

Replace Tier0 storage for critical apps
Declare performance tier with SPBM
Jse dual-site designs for virtual DR

A Scale-out is a critical factor

o Io Ix
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Server Side Flash

ASometi mes referred to
I VMware Virtual SAN
I PernixData FVP
I SanDisk FlashSoft

A Usagein HCI platforms (Nutanix, SimpliVity)
A Move the workload close to the compute
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Server Side Flash Design Tips

A Silo of storage limited to virtual
environment

A Focuson the HCL / OEM requirements
A Write through, back, and around
A Data protection can get messy
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Data Protection

A Cache runs in user space

A Documented APIs to flush cache
I ex. VMware VAIO

A Data protection workflows for data
coherency
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Overall Design Considerations

A Are you trying to halt a SAN refresh?

A Solving a business critical application
performance requirement?

A Trying to simplify your infrastructure?
A Like shiny new things?




Storage Networks






