Building Networks for Real-Time
Applications:

Wh at Wor ks, Wh at D
Terry Slattery

Chesapeake Netcraftsmen
Principal Consultant
CCIE #1026

IN I EROP 1 Copyright 2014




Agenda
A What is Real-Time?

A The Impact of Real-Time Apps
A Identifying Real-Time Apps

A Real-Time Apps vs Business Apps
I Traffic you want
I Traffic you donot want

A When You Must Add Bandwidth

A I\/Ionltorlng Real-Time Apps
INTEROP 2  Copyright 2014

>v< Chesapeake
N NETCRAFTSIVIEN Goid




What is Real-Time?

A Stock trading

I Low latency; beat the competition
A Voice over IP & Video

I 20ms packet rate (voice), 150ms latency
A Clinical health critical

| Bedside monitoring; Seconds

A E-commerce web sites
I Seconds

A Process control and
manufacturing
I Seconds

>v< Chesapeake
AN NETCRAFTSMEN

IN I EROP 3 Copyright 2014




Factors Affecting Real-Time Apps

A Latency
I Packets arrive too late
I Driven by distance and media between endpoints
I Geostationary satellite: ¥4 second one-way
I Fiber: ~.7 the speed of light

A Packet loss
I Congestion loss
I Interface errors (duplex mismatch)

A Jitter ===
I Variation in latency = &S

I Equivalent to packet loss ]
If jitter is too high %
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Stock Trading

A Characteristics
I Low latency and jitter (ms)
I Saving microseconds

WSJ: High-Speed Stock Traders
Turn to Laser Beams

I Shortest path
I RF or Laser links
(near C propagation speed)
I NY to Chicago (740mi) in 4ms
A Dedicated networks
A Some packet loss may be acceptable
I Timeliness is more important
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Voice

A Voice -"l

I ITU spec: 150ms one-way latency
I 20ms packet stream (50 packets/sec)
I G.711: 64Kbps G.729: 8Kbps

\

A Some random packet loss acceptable
I Codecs use interpolation to handle data loss
I Packets must arrive in time for playback
I Burst loss is bad
I Human ear handles the interpolated samples well
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Video

A Video

I Bandwidth depends on resolution

I Packets must arrive in time for
playback

A Some random packet loss acceptable
I Burst loss is bad

I Less than 0.05% packet loss
http://www.tomsguide.com/us/video-streaming-need-to-know-
part-1,review-760-7.html

A Voice is more important than video
I Video conference without audio or video?
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Clinical Life Critical

A Characteristics
I Timeframes in seconds
I Reliable delivery
I Layer 2 broadcast domain is often required

AR YO O

A Bedside monitoring
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and reporting
I Nurse call

I Audio monitoring
and intercom
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E-Commerce

A Characteristics
I 1-5 seconds

I One customer request generates many @ D%
back-end transactions

A Multi-tier architecture

! Sig%?ificant server-to-server Web Tier
traffic

| Data center-centric flows @@ App Tier

O DB Tier

Copyright 2014

>v< Chesapeake
AN NETCRAFTSMEN




Process Control

A Characteristics
I Timeframes in seconds to minutes
I Reliable data transfer (reporting accuracy)

A Dedicated or isolated networks (or should be)
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High Volume Real-Time Apps
A Voice

I More important than video  $% roLycom
A Interactive video @) Cicco
I Telepresence FaceTime eX

I Video conferencing & WebEx
A Streaming video

I Training videos

i Security cameras (11l Tube

I Executive presentations NETFLIX

I Entertainment

A Real-Time volume is increasing
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Video Bandwidths

A Transport protocol influences the impact
I UDP has no flow control; used for interactive video
I TCP has flow control; used for most streaming and

entertainment
/

LeEe 4 Mbps

3 Mbps

720p

ACIF (Std) 2 Mbps

CIF 1 Mbps

CIF: Common
Intermediate Format
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The Impact of Real-Time Apps

A What is the impact?

I Impact on the real-time app?
I Impact of the real-time app on other apps?

I Protocol: TCP or UDP? _ Data Traffic
A Differences in traffic patterns |,

I Data .
ABursty, Bandwidth greedy itk —|
ASensitive to loss

i Voice & video VideoTratfic

AConstant BW

Alnsensitive to minor random
loss
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Congestion Impact on TCP

A Congestion
I Forces egress drops on interfaces
I Reduced bandwidth for other applications

A TCP throughput is affected by packet loss
I 0.0001% loss impacts TCP goodput
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Congestion Impact on Wireless

A Congestion causes significant reduction in
throughput

A Wireless operational characteristics /

I Half-duplex, shared bandwidth medium

I Data rate varies with signal strength ju

| Packet loss %
AClient moves to the edge of a cell p=
AFading as people and objects move

I 802.11n (multiple antennas and receivers) helps

I Multicast converted to unicast by the AP
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Congestion Impact on Wireless

A Congestion causes significant reduction in
throughput

A Wireless operational characteristics

I Half-duplex, shared bandwidth medium A

I Data rate varies with signal strength [

i Packet loss o
AClient moves to the edge of a cell
AFading as people and objects move

I 802.11n (multiple antennas and receivers) helps

I Multicast converted to unicast by the AP
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Wireless QoS

A QoS i Wifi Multimedia Enhancements (802.11e)
I Four queues: voice, video, best-effort, background
I Verify client & AP support

Cisco paper: nOptimizing E

Wi rel ess LANDO

7 (High) NC i Network Control Voice

6 VO'T Voice Voice

5 VIT Video Video

4 CL 71 Controlled Load Video

3 EE i Excellent Effort Best Effort

0 (Best Effort) BE i Best Effort Best Effort

2 (spare) Background

S NS evEN 1 (Low) BK i Background Background
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ldentifying Real-Time Ap

A Identify the characteristics
I Interactive video

AUDP transport 300Kbps i 5Mbps .1 ~
I Streaming video ‘

ABandwidth depends on the encoding, frame rate,
and resolution

AUDP: fixed data rate; TCP: flow controlled You ([

A Transport matters NETFLIX

I TCP: flow controlled
I UDP: no flow control

A TCP will try to use as much
bandwidth as it can

INTEROP
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Identifying Apps on the Network
A Packet captures ( )

A NetFlow / —

I Constant packet flow, relatively steady data rate
I IP addresses involved

A Application analysis tools (Netflow+NBAR,
Riverbed AppResponse, packet capture tools)

A Who has time to look for apps?
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Practical Approach to Identify Problem Apps

A Look for congested links
i Top-N 95 percentile utilization is best
I Top average utilization
I Packet capture on the top links
I Interface egress discards
ASNMP interface counter ~
ATop-down sort by count -
A Monitor network choke /O
points K
I Internet access points
I Corporate LAN->WAN routers
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ldentification by Address

A Source/Dest IP address & UDP/TCP Port
i Compare with known sources and content providers

A Internal addresses
I Use function-specific addressing
A 10.0.0.0/16 i Data
A 10.1.0.0/16 1 Voice
A 10.2.0.0/16 i Video
I Use for QoS packet classification (and security)

A ldentifying approved video from workstations

I Use MCU address as atrusted relay point
I Use similar points for other real-time apps

A 1dentify characteristics unique to real-time apps
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What about the LAN?
A Depends on link speeds

Iltos eas to oversubscribe
between two big facilities
i Interfaces showed high discards a5 &9 ,'
i Shaping just increases jitter S
AYou wonot often be- EE'%'

of new app deployments g

Packetl Loss {(Outbound)

Controller
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Exampl e nWar St or

A The situation
I T3 link to a remote site
I Complaints about application performance
I Traffic volume increased on weekday mornings
I Traffic volume decreased at quitting time
A Application analysis: TCP/HTTP -
24-hour utilization

A Half the traffic from three sources: “'5\vbps Units

I Pandora.com

I Akamal

I LimeLight Networks
A Entertainment traffic - -
INTEROP 25 Copyright 2014

>v< Chesapeake
AN NETCRAFTSMEN




Agenda
A What is Real-Time?

A The Impact of Real-Time Apps
A Identifying Real-Time Apps

A Real-Time Apps vs Business Apps
I Traffic you want
I Traffic you donot want

A When You Must Add Bandwidth

A Monitoring Real-Time Apps
INTEROP 26 Copyright 2014

>v< Chesapeake
AN NETCRAFTSMEN Goid




Handling Apps That You Want

A Use QoS to handle it

I Set bandwidth limits to protect the other apps
I Drop excess data; donot re

A Size links to handle the expected load
i Monitor link utilization, using 95 percentile value
I Use short polling period or lower threshold
I Set thresholds to provide advanced notification

A Use Call Admission Control (CAC) for voice/video

I Better than relying on QoS,
between calls

I Prevents the N+1 call from affecting all calls
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Monitor Server Links

ADi dnot monitor server | 1 nk s

T Use Oshow interfacesd and i dent.
GigabitEthernet1/10 is up, line protocol is up (connected)
Hardware is C6k 1000Mb 802.3, address is 0008.7dce.19el

Input queue: 0/2000/ 56352990 /0 gsize/max/ drops fflushes);
Total output drops: 11612

5 minute input rate 62675000 bits/sec, 6824 packets/sec
5 minute output rate 14618000 bits/sec, 4944 packets/sec

19259523348 packets input, 17464433023165 bytes, 0 no buffer

Received 5986590 broadcasts (3662585 multicasts)

0 runts, 0 giants, 0 throttles

0 input errors, 0 CRC, 3 frame, 56352990 overrun, 0 ignored
17045185806 packets output, 7224835854835 bytes, 0 underruns

<No Output errors>

A Ingress Overruns on critical business server links!
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Ingress Overrun Analysis
A Ingress congestion at ASIC

Servers [= I

1Gbps each
burst load

—————————————————————————————————————————————————————
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Handl i ng Apps That Y

A Packet filtering
I Content identification (look for products that do this)

I Be careful of blocking maintenance apps
(e.g., OS updates)

A QoS to de-prioritize undesirable traffic
I Use low-priority queue
I Less than best-effort service
A Configure undesirable apps to:
I Use remaining bandwidth
I Use an allocated small percentage of bandwidth

A Configuration is hardware dependent
INTEROP 30 Copyright 2014
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nNnWar Storyo Out coc

A Identified entertainment traffic
I Three addresses: resolved to: . "
AAkamai

APandora.com v o
ALimeLight Networks
I Organization policy prevented filtering

A Implemented QoS on the T3 link to site

Priority Data (application queue) No drops
Net Mgmt No drops
Best Effort (default) Moderate drops
Low Priority Most drops

9% Chesapeake Use remaining BW for OS updates at night
N NETCRAFTSMEDM



nNnWar Storyo Out come
A Queue monitoring

7206vxr_wan#show policy - map int mul2 | inc Class - map|drops
Class - map: OUT - PRIORITY - DATA (match - any)
(depth/ total drops /no - buffer drops) 0/ 6967 /0
Class - map: OUT - NETWORKMANAGEMENT (match any)
(depth/ total drops /no - buffer drops) 0/ 0/0
Class - map: OUT - LOWPRIORITY - DATA (match - any)
(depth/ total drops /no - buffer drops) 0/ 6937/0

Class - map: class - default (match - any)
(depth/ total drops /no - buffer drops) 0/ 85871/0
AQoS isnodot working???

I Too many drops in Priority Data queue
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nNnWar Storyo Outcome:

A Application characteristics
I Low BW, many small packets, arriving in bursts
I Each packet consumes a queue buffer
I Default of 64 buffers per queue
I 64 buffers was not sufficient for the bursts

Priority Data Queue Buffers vs Drops
— 10000
-
U O | |
o 64 100 256
a Number of Buffers
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nNnWar Storyo Outcome:

A Increased Priority Data Queue buffers
I Avoid increasing too much
AToo much buffering affects TCP

A Shifted drops to Low Priority Queue

I nitialsetting | After Adjusting Buffers |
Priority Data 6967
Net Mgmt 64 0 64 0
Best Effort (default) 64 6937 64 1078
Low Priority 64 8587 64 11472
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An Approach to Handling Apps

A Design QoS with CxO buy-in and support
I Everyone thinks their traffic is the most important

A Questions to answer:
I Which apps get priority over other apps?
I How much bandwidth to allocate to each app?
I Is each app limited to a maximum bandwidth?
I Which apps are more important than others?
|

I Should access control (CAC) be used?
(where applicable)

A How will apps be identified?
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Quality of Service (QoS)

A Prioritize different types of network traffic
I Allocate bandwidth for each traffic type
A QoS mechanisms
I Classification: identify the traffic types
I Marking: mark each traffic type with L2 or L3 tags
I Queuing and forwarding: handling the data
A QoS design can be challenging
I Competing interests for network bandwidth
I Everyone thinks their traffic is the most important
I Determine traffic classes and bandwidth allocations

A QoS is only used when congestion occurs
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QoS Traffic Classes

From Cisco docs
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